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SUMMARY 

The possibility of using information theory for characterizing thin-layer chro- 
matographic separations is investigated. It appears that the information content, as 
defined by the Shannon equation, cm be used to compare the merits of different sol- 
vents used for the separation of the same group of compounds. 

INTRODUCTION 

One of the aims of the analytical chemist is to shorten the time required to carry 
out an analysis or a series of analyses, and much effort has been expended on auto- 
mation, acquisition of data by computer, etc. It is difficult to choose a suitable 
analytical procedure as there are often many alternatives from which the most ap- 
propriate method has to be chosen or partial procedures from which a complete 
process must be established. Therefore, there is a need for a logical procedure that 
enables a choice to be made on a rational basis. A basic paper on this subject was 
written by KAISERS. and other workers have also been active in this field2J. We have 
published papers on the use of graph theory and dynamic programming for the choice 
of separation schemesdJj. 

It is common in papers on chromatography for a proposed separation to be 
described by phrases such as “a good (or reasonable, or excellent) separation of . . . was 
obtained”. It is therefore difficult, when trying to choose a suitable method, to in- 
terpret such phrases so that rational decisions are possible, i.e., to assign a numerical 
value to each possible alternative. In this paper we report on the application to sep- 
aration chemistry of one method of achieving this, namely the use of information 
theory, We chose to apply the method to thin-layer chromatography, but generaliza- 
tion is possible. 

INFORMATION CONTENT 

There are many textbooks on information theory, and a very concise descrip- 
tion of the first principles was given, for example, by NAHIKIAN~. When using thin- 
layer chromatography as a method for qualitative analysis, one usually knows that 
the substance to be identified is a member of a specific class (for example, fat-soluble 
vitamins or sulphonamides) . Parallel runs are carried out for the unknown compound 
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and a set of standards and the observed RF values are compared. For many of these 
classes, several separations have been described and it is necessary to know which 
separation will yield the most information. This has to be decided from tables which 
define sets.of possible RF values, RF~, RFZ, . . . , RF,,, from which a particular one will 
be obtained by chromatography of the unknown. 

As resolution up to 0.01 RF unit is improbable, it is better to consider groups of 
Rp values. We have chosen arbitrarily to regard Rp values that are 0.03 or less apart 
as members of one such group. The tabulated Rp values are arranged in ascending 
order and divided into groups, Rr, so that no group contains Rp values that differ by 
more than 0.03. There are many possible ways to classify Rp values into groups and 
the method used here is not claimed to be the best. For values of qt not exceeding 25, 

it seems, however, at least as good as the procedure of SIMON AND LEDERER’ of divid- 
ing the complete Rp range into twenty groups, o.oo-0.05, o.oG-0.~0, and so on. This 
leads to substances with Rp values of 0.10 and 0.11 being considered as separated and 
those witb RF values of 0.11 and 0.15 cas not separated. However, for larger values of 
18, such a procedure becomes the only practical one. I;or each of the ?n groups, there is 

9n 
a distinct probability, $k (p,,. . . ,j?‘k,. . . ~5, > 0, kg1 J!Jk = I), that the unknown 
compound will appear to have an RI? value within the limits of this group, Lo., that the 
unknown compound will be a member of the group with these Rp values. If one con- 
siders that there is an equal probability of occurrence for each member of the class 
that is subjected to the separation, the probability, $k, of finding an Rp value from 
the group Rk containing Ifi members of the $2 which comprise the total class is Y&/n. 
This is a situation in which it is assumed that there is no prior information on the 
relative frequency of occurrence of the members of the class. When taking this prior 
information into account, only slightly more complex equations will be obtained. 

For the finite probability scheme 

R 

[I [ 

RI R2...Rk...R,,, 
-_ 

P Pl P2*** Pk..* Pm 1 
there is an uncertainty as to Which event, Rk, will occur, i.e., to which RF group the 
unknown compound will belong. Information theory shows that this uncertainty can 
be described by 

=- (1) 

where I is the information content, slog is the logarithm to the base two and the result 
is expressed in bits. 

PROPERTIES OF THE INFORMATION CONTENT AS APPLIED TO THIN-LAYER CHROMATO- 

GRAPHY 

It can be shown, by using some examples, that I is indeed a measure of the 
information content and that it can be used to assign a numerical value to the merit 
of a thin-layer chromatographic separation. 

d 
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If I is to meaSure correctly the uncertainty and the information content, it 
must possess the following properties. 

(a) The information content is zero when there is no uncertainty as to which 
event will occur. If, for example, all of the members of a class of substances with 12 
members have the same Rp value, there is no uncertainty as to which & value will be 
found and also no information regarding the nature of the unknown compound. 
Eqn. r then reduces to 

I =- 210g I = 0 

(b) The information content has its maximum value when the uncertainty is 
maximum. The mathematical proof of this property can be found, for example, in ref. 
6. For thin-layer chromatography, this represents the situation that in a given class of 
it substances each member belongs to a different RF group (or yk = I for each group), 
The value of I is then given by 

I = - n(I/n)*210g (I/U) = ?og t1 (2) 

From the practical definition of an RF group used here, it can be seen that the 
maximum information content in one-dimensional chromatography is 21og 25 = 4.64 
bits. 

(c) The information content is an additive property. To show this, an example 
can be considered (see Table I). 

In order to characterize eight substances, one needs “log S = 3 bits. It should 
then be possible to identify with certainty one substance out of a total of eight by 
using two runs, for example a s-bit and a r-bit run. If solvents I and 2 are used, it is 
indeed possible to achieve this identification, so that it is clear that the information 
content is additive. In practice, some of the information content may be wasted, 
Consider, for example, a combination of solvents I and 3 with a total of 3 bits, so that 
it should be possible to identify one of eight compounds. However, it is observed that 
with this combination of solvents such an identification cannot be achieved, because 
some of the information that is obtained is identical for both solvents. Therefore, it is 
theoretically true that the information content is additive. Also, when developing a 

TABLE I 

flF VALUES OP EIGRT SUBSTANCES IN THREE DIPPERENT SOLVENTS 

Subslancc Solvent I Solvcltt 2 Solvent 3 

ii 0.20 
0.20 

ii 0.40 
0.40 

E o&o 
: 0.60 

0.80 
w 0.80 

0.20 
0.40 
0.20 
0.40 
0.20 
0.40 
0.20 
0.40 

0.20 
0.20 
0.20 
0.20 
0.40 
0.40 
0.40 
0.40 

Inforximtion 2 
content 

I L 
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complex procedure, it is logical to try to combine partial procedures that have the 
greatest possible separate information contents. However, it is not possible to calcu- 
late the final information content of a complex procedure from the I values of the 
partial procedures: only the maximum value of the total information content, which 
is equal to the sum of the information contents of the partial procedures, and the 
minimum value, which is equal to the highest value found for a partial procedure, can 
be calculated. 

One is not limited to the combination of two thin-layer separations; the combi- 
nation’of two different techniques is also possible. In qualitative analysis, this combi- 
nation is often done by combining the Rp value and the reaction of the spot with some 
more or less specific reagent. The colour obtained contains information. REIO* 

states that it is possible to distinguish 72 colours on thin-layer chromatographic 
plates, and if this is correct then the information content of one-dimensional chromato- 
graphy is between IO and II bits and the information content of two-dimensional 
chromatography is between 15 and IG bits. 

APPLICATIONS AND CONCLUSIONS 

Some examples can be given to show that information theory is useful for com- 
paring different separation possibilities. The first example is the separation of DDT 
and 12 related compounds on A&O, plates, as described by I~ISHARA cl nC.O. The IZRF 

values and the information content of the separations obtained with 33 solvent sy- 
stems are given in Table II. The original table contained also IQ’-DDD and o,#‘- 
DDD, but as these compounds cannot be separated from each other or from jQ’- 
DDD, they were not taken into account in the present work. From a rapid inspection 
of Table II, without using the information content column, it is not possible to select 
the best separation and even closer inspection enables only four or five solvents to be 
eliminated because they are clearly not as good as the 28 others, To classify these 28 

other separations according to their separation value is not possible, however. It 
should be noted that BISHARA et al. did not propose a best solvent. 

When the information content column is taken into account, it can be seen 
that solvent systems V, XV, XVI, XVII, XXI, XXII, XXX, XXX11 and XXX111 
are of no interest. The best separations are obtained with three solvents, namely IX, 
XIII and XXIX. It can also be concluded that in further investigations aimed at 
optimising the separation of these substances on the same stationary phase, one should 
start by examining small changes in the three best solvents. Solvent XIII is Iz-hexane 
-acetone-acetic acid (95 : 5 : I). In an optimisation, one should start, for example, by 
trying combinations such as ?t-hexane-acetone-acetic acid (go: IO: I), It-pentane- 
acetone-acetic acid (gj : 5 : I), etc. 

Another example of optimisation is provided by the study of a separation of II 
carotenoids. The values were obtained from a paper by EGGERT AND VOIGT~~, Solvents 
I to VII are mixtures of increasing polarity obtained by combining a 50: 50 methanol- 
methyl ethyl ketone mixture with light petroleum or water in various proportions. A. 
continuous rise in the information content occurs until a maximum is reached for 
solvent IV, followed by a continuous decrease. The best separation is therefore ob- 
tained with solvent IV (see Table III), 

Now, suppose that one had started this investigation with solvents I, 111,V and 
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TABLE III 
hRp VALUES OFELEVEIU CAROTZNOIDSANDINFORMATION CONTIZNTOFTWE PROPOSWSEPARATIONS 

RR vslucs wcrc taken from rd. IO. 

Cryptoxanthinc G2 
Rubixanthinc 45 z: 

76 74 39 21 4 
G4 15 4 0 

Lycosanthinc 29 
;: 

40 f: 8 
lsozenxnnthine 34 92 91 57 3: I:: 
Escholtrxanthinc 12 22 25 22 8 0 
Lycophyll 8 
Euglcnanone 62 :;3 :: 

20 7 T, 0 
80 

Cnnthasanthine 58 ‘j5 79 80 ;% ;; 2: 
Rhodosnnthinc 28 42 40 J4 7 I 
8’-ufio-&x.rot.cnic acid 28 38 ;: 15 5 0 0 
Torularhodin B IO 9 2 I 0 0 

1 2,GG 2.91 2.91 3.09 2.11 I.79 I.49 

VII, the best of these being solvent III. The measure of the information content would 
have led to the testing.cf solvents with polarities similar to those of solvents II and IV 
and the eventual discovery of the even better solvent IV. 

It can be concluded that the information content enables a numerical value 
representative of the quality of a separation to be obtained, and therefore provides a 
means for reaching logical decisions concerning the choice of a solvent or for developing 
an optimisation strategy. Without recommending the exact procedure used here, we 
suggest that the information content should be tabulated in publications that com- 
pare solvents for a particular thin-layer chromatographic separation. 

As stated in the introduction, a generalisation is possible, and the method can 
be applied to other techniques such as gas or liquid chromatography, Moreover, other 
applications of information theory can be proposed. In quantitative chromatography, 
for example, it is possible to use the informing power, Pr,,r, as defined by I<AISIZR~: 

Pinf = w210gS 

where it is the number of substances measured on a scale of S steps. Preliminary work 
with this equation (in which +z is obtained from the peak capacity and S from overlap 
calculations) will be reported in a later communication. 
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